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Abstract

The experimental search for an ideal two dimensional, spin 1/2, Kagomé compound, which has no out-of-plane interactions and no impurities on the Kagomé plane, has powered tremendous experimental efforts in recent years. Recently a new Kagomé compound was synthesized. New organometallic hybrid compound Cu(1,3-benzendicarboxylate) [Cu(1,3-bdc)], which has structurally spin 1/2 copper kagomé planes separated by pure organic linkers. Using muon spin resonance ($\mu$SR), magnetization measurements and electron spin resonance (ESR) we examine this new Kagomé. Susceptibility and ESR measurements revealed distinct anisotropy behavior. By orienting the sample two different $\theta_{cw}$ are found. When the applied external field is parallel to the Kagomé planes, $\theta_{cw}$ exhibits ferromagnetic interactions. As for the perpendicular direction, $\theta_{cw}^\perp$ is not reliable, thus we cannot characterize the interactions in the Kagomé planes from magnetization measurements alone. Furthermore, ESR measurements done on the Cu(1,3-bdc) compound reinforced the presence of anisotropy. We get two different g-factors for each direction measured and two different ESR line-widths, which were found out to be temperature independent. Susceptibility and ESR measurements combined with theoretical calculations allow us to characterize the spin Hamiltonian.

From the $\mu$SR experiment we found slowing down of spin fluctuations starting at $T = 1.8$ K, and that the state at $T \to 0$ is quasi-static with no long-range order and extremely slow spin fluctuations at a rate of $3.6 \mu$sec$^{-1}$. This indicates that Cu(1,3-bdc) behaves as expected from a Kagomé compound.
## Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AFM</td>
<td>Antiferromagnetic</td>
</tr>
<tr>
<td>HWHI</td>
<td>Half Width Half Intensity</td>
</tr>
<tr>
<td>DMI</td>
<td>Dzialoshinsky-Moriya Interaction</td>
</tr>
<tr>
<td>bdc</td>
<td>Benzendicarboxylate</td>
</tr>
<tr>
<td>n.n</td>
<td>Nearest-neighbor interaction</td>
</tr>
<tr>
<td>Bg</td>
<td>Background</td>
</tr>
<tr>
<td>$T$</td>
<td>Temperature</td>
</tr>
<tr>
<td>$J$</td>
<td>Exchange coupling constant</td>
</tr>
<tr>
<td>$S$</td>
<td>Electronic spin</td>
</tr>
<tr>
<td>$I$</td>
<td>The muon spin</td>
</tr>
<tr>
<td>$H$</td>
<td>External magnetic Field</td>
</tr>
<tr>
<td>$B$</td>
<td>Internal local magnetic field</td>
</tr>
<tr>
<td>$g$</td>
<td>g-factor</td>
</tr>
<tr>
<td>$\mu_B$</td>
<td>Bohr Magneton</td>
</tr>
<tr>
<td>$D$</td>
<td>Dzialoshinsky-Moriya vector</td>
</tr>
<tr>
<td>$\theta_{CW}$</td>
<td>Currie-Weiss Temperature</td>
</tr>
<tr>
<td>$C$</td>
<td>Currie-Weiss constant</td>
</tr>
<tr>
<td>$k_B$</td>
<td>Boltzman constant</td>
</tr>
<tr>
<td>$K$</td>
<td>Muon’s shift</td>
</tr>
<tr>
<td>$R$</td>
<td>Muon’s relaxation</td>
</tr>
<tr>
<td>$z$</td>
<td>Number of near neighbors</td>
</tr>
<tr>
<td>$A_k(r)$</td>
<td>Hyperfine coupling</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Normalized energy</td>
</tr>
</tbody>
</table>
Symbols:

- $\omega$: Angular frequency
- $P_\mu$: Muon polarization
- $\gamma$: Gyromagnetic ratio
- $h$: Plank constant
- $\eta$: Filling factor
- $Q$: Quality factor
- $Q_0$: Unloaded quality factor
- $\chi''$: Imaginary part of a susceptibility
- $\Delta$: Field distribution width
- $\nu$: Spin fluctuation rate
- $\delta$: Half width half intensity of electron spin absorption line
Chapter 1

Introduction

In most magnetic materials at high temperature regime the spins (due to the presence of unpaired electrons) are subject to thermal agitation and are random in orientation, a state called paramagnetism. As the temperature is lowered spin-spin interactions eventually dominate the thermal energy and the spins can lower their energy by aligning or ordering with each other. The most common ordering is that in which the nearest neighbor (n.n.) spins align antiparallel (antiferromagnetically) as in Fig. 1.1 where the spins are on the corners of a square. In this geometry there is no impediment to the establishment of n.n. spin order. Consider now the case of

\[ \text{Figure 1.1: Spins arrangement in a square lattice.} \]

Fig. 1.2, where the spins are on the corners of an equilateral triangle. Here there is a strong geometric impediment to spin ordering as only two of the three spins can be aligned antiparallel simultaneously. The combination of triangle-based lattice symmetry and antiferromagnetism results in phenomena known as geometrical frustration, which has attracted much interest in the last two decades. Frustration
is the inability of a system to simultaneously minimize the total energy of its classical ground state by minimizing individual microscopic interactions. Highly frustrated magnets have a large degenerate ground state. Heisenberg Hamiltonian describing the interaction between n.n. spins is,

\[ H = J \sum_{\langle i,j \rangle} S_i \cdot S_j \]  \hspace{1cm} (1.1)

where \( J \) is the exchange coupling constant, \( J > 0 \) is the antiferromagnetic (AFM) exchange and the sum \( \langle i, j \rangle \) is over all n.n. spins. Considering a triangle lattice with n.n. interactions, the energy is minimized for collinear (parallel or antiparallel) spin alignments. Under the condition that \( J \) is positive which favors the AFM correlation, the system is geometrically frustrated. Frustrated magnets include the two dimensional (2D) kagomé lattice (see Fig. 1.3), which is a lattice of corner sharing triangle, and its big brother, the 3D pyrochlore, a lattice of corner sharing tetrahedra. A kagomé AFM presents an ideal construct for studying the unusual physics that result from the placement of magnetically frustrated spins on a low-dimensional lattice. Tremendous efforts are invested to find the perfect candidate for studying the ground state of 2D kagomé lattice. A two dimensional compound which has spin 1/2, no out-of-plane interactions and no impurities on the kagomé plane. The search for kagomé realization led to various new materials, synthesized especially for this purpose.

The \( SrCr_xGa_{12-x}O_{19} \) [SCGO] compound, a kagomé lattice with \( S = 3/2 \), which may behave classically. The SCGO found to have alternating magnetic planes with kagomé and triangle lattices and that \( Ga \) atoms, which are non magnetic,
partly substitute magnetic Cr sites \[1, 2\].

The volborthite compound, \(Cu_3V_2O_7(OH)_2 \cdot 2H_2O\), 2D AFM spin 1/2 kagomé comprising two different sites of \(Cu\). Thus, the kagomé lattice is slightly distorted \[3\].

Another candidates is the jarosite family, \(KA_3(OH)_6(SO_4)\), where \(A = Fe, Cr\). The Fe-jarosite \(Fe^{3+}, S = 5/2\), exhibits long-range order in the ground state. As for the Cr-jarosite \(Cr^{3+}, S = 3/2\), may involve large effect of quantum fluctuations \[2\].

The vesignieite, \(BaCu_3V_2O_8(OH)_2\), comprising a nearly ideal kagomé lattice of \(Cu^{2+}\) ions with spin 1/2 and impurity contribution were found at low temperature susceptibility measurements \[4\].

Another two less investigated compounds are the Kapellasite, \(Cu_3Zn(OH)_6Cl_2\), and the Haydeeite, \(Cu_3Mg(OH)_6Cl_2\), seem to have defects on the kagomé plane \[5, 6\].

The discovery of Herbertsmithite, \(ZnCu_3(OH)_6Cl_2\), thought to be the end of the research after kagomé realization. It has no long-range-order and strong AFM interactions, However, further measurements done on it revealed a not so perfect compound. About 10% of the \(Cu^{2+}\) sites in the Kagomé plane are substitute by \(Zn^{2+}\) ions \[7–9\].

None of those compounds are good enough to be elected as the perfect Kagomé...
model. Recently a new Kagomé compound was synthesized by Nytko et al. [10], The Cu(1,3-bdc).

1.1 Cu(1,3-bdc) Compound

The Cu(1,3-bdc) compound is a copper-based organometallic compound with spin $1/2$. It was synthesized by Nytko et al. [10]. An ideal Kagomé lattice structure was determined by X-ray measurements. As oppose to the Herbertsmithite, this compound doesn’t have Zn ions, or any other candidate, which can substitute the Cu ions on the Kagomé plane.

Cu(1,3-bdc) is shorthand for Cu(1,3-benzendicarboxylate). The Kagomé planes are separated by organic linkers, each linker being a benzen molecule with two corners featuring a carboxylate ion instead of the standard hydrogen ion. By labeling each corner of the benzen molecule, one can see that the two corners with the carboxylate ions would be the 1st and 3rd. The superexchange path of Cu ions located on the plane is shorter than the superexchange path of Cu ions between the plane. This indicates a 2D Kagomé compound.

The basic elements of Cu(1,3-bdc) are depicted in Fig. 1.4.

The powder contains blue crystalline plates which are the Cu(1,3-bdc) and green spheres which are a copper-containing ligand oxidation byproduct $C_{32}H_{24}Cu_6O_{26}$, see Fig. 1.5. Magnetization measurements, done on the powder, found antiferromagnetic $\theta_{cu} = -33$ K. Heat capacity shows a peak at $T \simeq 2K$ [10].
Figure 1.4: The Cu(1,3-bdc) structure showing the Kagomé planes, the inter-plane and intra-plane superexchange path.

Figure 1.5: Blue plates: large single crystals of Cu(1,3-bdc). Green spheres: a copper-containing ligand oxidation byproduct $C_{32}H_{24}Cu_6O_{26}$. 
Chapter 2

Experimental Methods

In this chapter we describe three different technique used to examine the Cu(1,3-bdc) kagomé compound. We begin with an introductions to susceptibility measurements, continue with Electron Spin Resonance (ESR) experiment. Finally, we will describe $\mu$SR experiment considering its three possible configuration: Transverse-Field(TF), Longitudinal-Field(LF) and Zero-Field(ZF) $\mu$SR.

2.1 Susceptibility Measurements

Superconducting Quantum Interference Device (SQUID) is one of the most sensitive magnetometry. The SQUID magnetometer uses the interaction between magnetic flux and Josephson junction. Magnetic flux modulates the current passing through the junction. This modulation is detected and amplified by some feedback electronics. There are two types of SQUIDs, AC (or RF) and DC SQUIDs. Our measurements were done with a dc-SQUID. The dc-SQUID, which operates with a dc bias current, consists of two parallel Josephson junctions incorporated into a superconducting loop. The measurements in the Cryogenic SQUID are performed by moving the sample through a coil from its upper to its lower part and back. A change in the magnetic flux occurs when the sample moves through the
coil. This movement induces screening current in the coil, which is proportional to the induced magnetic moment of the sample and is detected by the SQUID.

2.2 ESR

ESR is a branch of spectroscopy in which electromagnetic radiation (usually of microwave frequency) is absorbed by molecules, ions, or atoms possessing electrons with unpaired spins, i.e. electronic spin $S > 0$.

The basic physical concepts of ESR are analogous to those of nuclear magnetic resonance (NMR), but it is electron spins that are excited instead of spins of atomic nuclei. Electrons usually occupy electronic shells in atoms as pairs. In such pairs the electrons have spins opposite one another so the associated magnetic fields cancel.

In some ions, free radicals or paramagnetic materials, however, a single electron may occupy an orbital. In both ESR and NMR, the sample material is immersed in a strong static magnetic field and exposed to an orthogonal low-amplitude high-frequency field.

ESR usually requires microwave-frequency radiation (GHz), while NMR is observed at lower radio frequencies (MHz). With ESR, energy is absorbed by the sample when the frequency of the radiation is appropriate to the energy difference between two states of the electrons in the sample, but only if the transition satisfies the appropriate selection rules. In the case where no magnetic field is applied, the energy states of the electron are degenerate. By applying an external magnetic field, $B_0$, those electron energy states, split into two energy levels as depicted in Fig. 2.1, and the separation between the levels is

$$\Delta E = g_e \mu_B B_0 \quad (2.1)$$

where $g_e$ is the electron’s g-factor and $\mu_B$ is the Bohr magneton. This interaction, known as the Zeeman interaction. ESR signal can be obtained by two types of spectrometers, continuous wave (CW) ESR and pulsed ESR spectrometer. In CW
ESR, a constant electromagnetic radiation is applied and the external magnetic field ($B_0$) is swept. When the resonance condition occurs, ESR signal can be detected.

In pulsed ESR, the external magnetic field is fixed and by applying an electromagnetic pulse, which enables excitation of a range of frequencies in the sample, ESR signal can be detected. We used the CW technique in our ESR experiment. We shall describe briefly the principal components of a simple ESR spectrometer.

### 2.2.1 ESR spectrometer

The simplest type of ESR spectrometer consists basically of a microwave source, a sample cell or a cavity and a detector. The electromagnetic source and the detector are in a box called the microwave bridge. The sample is in a microwave cavity, which is a metal box that helps to amplify weak signals from the sample.

*Source.*

Most common frequency of radiant energy used in ESR spectrometer is in the medium frequency microwave regime, $\sim 9.5$ GHz. In the microwave region ($1 \leq \nu \leq 100$ GHz) various special electromagnetic radiation sources can be used. These include gunn-diodes, tunnel-diodes, voltage control oscillators, klystron etc.

Frequencies typical for ESR experiment are from 1.5 GHz to 250 GHz as seen in
table 2.1. Our ESR experiment was preformed in the X-band regime.

<table>
<thead>
<tr>
<th>Magnetic field (Tesla)</th>
<th>Typical frequency (GHz)</th>
<th>Band region</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>1.5</td>
<td>L</td>
</tr>
<tr>
<td>0.12</td>
<td>3.2</td>
<td>S</td>
</tr>
<tr>
<td>0.35</td>
<td>9.5</td>
<td>X</td>
</tr>
<tr>
<td>1.29</td>
<td>35</td>
<td>F(W)</td>
</tr>
<tr>
<td>5.54</td>
<td>150</td>
<td>G(A)</td>
</tr>
<tr>
<td>9.25</td>
<td>250</td>
<td>H</td>
</tr>
</tbody>
</table>

Table 2.1: Typical frequencies for ESR experiment.

Resonator.

The heart of a typical ESR spectrometer is a device called a resonator, which contains the sample. This is most commonly a resonant cavity. The cavity is a closed box made of a conducting material, which confines standing electromagnetic waves with wavelength that matches the cavity dimensions. Resonance means that the cavity stores the microwave energy; therefore, at the resonance frequency of the cavity, no microwaves will be reflected back, but will remain inside the cavity. Cavities are characterized by $Q$, the quality factor, which indicates how efficiently the cavity stores microwave energy. As $Q$ increases the sensitivity of the spectrometer increases. The $Q$ factor is defined as,

$$Q = \frac{2\pi \text{ energy stored}}{\text{energy dissipated per cycle}}$$

where the energy dissipated per cycle is the amount of energy lost during one microwave period. We couple the microwaves into the cavity via a hole called iris. An adjustable screw adjacent to the iris permits optimal impedance matching. The frequency of the source is tuned to the appropriate resonant frequency of the cavity. The size of the iris controls the amount of microwaves which will be reflected back from the cavity and how much will enter the cavity. When the sample absorbs the microwave energy, the $Q$ is lowered because of the increased losses and the coupling changes because the absorbing sample changes the impedance of the cavity. The cavity is therefore no longer critically coupled and microwaves will be
reflected back to the bridge, resulting in an ESR signal.

**Detector.**

The most common detectors, in CW ESR, is a silicon crystal diodes which detect the absorption of energy. Absorption lines can be observed in the ESR spectrum when the separation of two energy levels is equal to the quantum energy $h\nu$ of an incident microwave photon. The absorption of such photons by the sample is indicated by a change in the detector current. This current is proportional to the microwave power. The noise figure of a particular crystal detector varies with frequency, temperature and power level. Disadvantage of the crystal detector is production of inherent noise which is proportional to the reciprocal of the frequency of the detected signal. To reduce noise a locking amplifier is used.

**Magnetic Field.**

The usual source of static magnetic field $B$, which polarized and splits the spin energy levels, is an electromagnet or a superconductor magnet for fields higher than 2 T. This external field must be uniform over the sample volume and stable during the measurement.

---

### 2.2.2 Continuous Wave ESR

In CW ESR, the sample is being continuously irradiated by microwave radiation. The resonator reflects power back to the transmission line feeding it, as it is well matched to the microwave power source. We measure the reflected power without the sample minus the reflected power with the sample. This gives the absorbed power $P$. There are two external parameters in ESR, the frequency $\omega$ and the magnetic field $H$ which is swept. Since the frequency is fixed we can write the energy absorbed as follows \[11, 12\]

$$\frac{\Delta P_c}{P_w} \simeq \chi'' \eta Q_u$$

(2.2)
where $\Delta P_c$ is the change in reflected power, $P_w$ is the maximum power supplied from the source, $Q_u$ is the unloaded quality factor, $\chi''$ imaginary part of the susceptibility and $\eta$ the filling factor. The filling factor is defined by,

$$
\eta = \frac{\int B_1^2 dV}{\int B_1^2 dV}
$$

$B_1$ is the microwave magnetic field, $V_s$ is the sample volume and $V_c$ is the cavity volume [12]. $Q_u$ and the filling factor $\eta$ are related to the cavity geometry. Up to a calibration constant ESR signal is $\chi''(H,\omega)$. In order to improve sensitivity a modulation field is added,

$$
H = St + H_1 \cos(\omega_a t) \quad (2.3)
$$

where $S$ is the sweeping rate (field per time), and $S$ is much smaller than $\omega_a$. Therefore, at a given time we can expand $\chi''$ to series as follows,

$$
\chi''(H,\omega) = \chi''(St,\omega) + \frac{\partial \chi''(H,\omega)}{\partial H} H_1 \cos(\omega_a t) \quad (2.4)
$$

$H_1$ is a fixed number for experiment. A lockin detects the amplitude of the fast modulations in the absorption power, therefore the ESR signal is

$$
\frac{\partial \chi''(H,\omega)}{\partial H}
$$

as seen in Fig. 2.2. To obtain $\chi''(H,\omega)$ up to a calibration constant the ESR signal as a function of $H$ should be integrated once. $\chi''_{\alpha\beta}(H,\omega)$ has a peak when

$$
\omega_0 = g\mu_B H.
$$

Another way to describe the absorption line is by a Lorentzian/Gaussian function. Using the method of moments of a resonance curve we will demonstrate in Chapter 4.2 the connection between $\chi''$ and the fitted function. The method of moments allow us to connect between experiment and theory.
2.3 \( \mu \text{SR} \)

Muon spin rotation, relaxation, resonance and etc. (\( \mu \text{SR} \)) is an experimental technique used for basic studies in condensed matter physics. This technique makes use of a short-lived subatomic particle of the lepton family called a muon, the muon is a sensitive probe of local magnetic fields in matter. Muons are charged (\( \mu^+ \), in our case or \( \mu^- \)) spin \( 1/2 \) particles. High energy proton beams (produced using synchrotrons or cyclotrons) can be fired into a target (usually carbon) to produce pions. The pions decay into muons, as follows:

\[
\pi^+ \rightarrow \mu^+ + \nu_\mu.
\]

Consider pions that are produced at rest in the laboratory frame. To conserve momentum, the muon and the neutrino must have equal and opposite momentum. The neutrinos spin is aligned antiparallel with its momentum (it has negative helicity). The pion has zero spin so the muon spin must be opposite to the neutrino spin, and this implies that the muon-spin is similarly aligned. By selecting pions which stop in the target (and which are therefore at rest when they decay) one has a means of producing a beam of 100\% spin-polarized muons. The muon is an unstable particle which decays spontaneously into a positron (or an electron) and

![Figure 2.2: Absorption and first derivation lines of an ESR spectrum.](image)
a neutrino-anti-neutrino pair:

$$\mu^+ \rightarrow e^+ + \nu_e + \bar{\nu}_\mu$$

its mean-life time is $\tau_\mu \simeq 2.2 \mu \text{sec.}$

The positrons are emitted preferentially in the muon spin direction. The angular distribution of the emitted positrons (see Fig. 2.3) depends on their energies and is given by:

$$W(\theta, \epsilon) = 1 + a(\epsilon) \cos \theta$$

where $\epsilon$ is the positron energy and $\theta$ is the angle of the positron emission measured from the muon spin direction. $a$ is the asymmetry parameter, which depend on the energy of the detected positrons. When both neutrinos are emitted in the same direction, $\epsilon = \epsilon_{max}$ and $a = 1$, when they are emitted in opposite directions, $\epsilon = 0$ and $a = 1/3$. In order to carry out an experiment, the muons are transported to the sample using a system of magnets, that conserve spin polarization. The decay positrons are detected using several photomultiplier tubes surrounding the sample. By detecting those positrons we can reconstruct the muon polarization. Each positron detector creates an histogram of detected positrons as a function of the time difference between the muon implantation and the decay positron. The

Figure 2.3: The angular distribution of emitted positrons.
number of detected positrons in a histogram of detector $i$ is given by,

$$N_i(t) = N_{i0} e^{-\frac{t}{\tau_{\mu}}} (1 + A_i P_{\mu}(t)) + B_g$$

where $N_{i0}$ is a normalization, $B_g$ is the time independent background, $A_i$ is the experimental asymmetry and $P_{\mu}$ is the muon polarization function in the detector. There are different configurations of $\mu$SR experiment depending on how you orient the applied field: zero field, longitudinal field (along the spin polarization), and transverse field (perpendicular to the initial spin polarization). The basic idea is to investigate the nature of the changes in the local environment of the muon as temperature decreases.

2.3.1 Transverse Field Configuration

The simplest $\mu$SR technique (see Fig. 2.4) is the transverse field configuration in which an external magnetic field is applied perpendicular to the initial muon spin polarization, $P_{\mu}(0)$. Once the muons are implanted into the sample, the muons spin precess at a Larmor frequency, $\omega = \gamma_{\mu} H$ ($\gamma_{\mu} = 13.554$ MHz/kG). Hence, $P_{\mu}(t)$ exhibit oscillation at the Larmor frequency. In order to probe frustrated magnetism we look at the Hamiltonian which describes the hyperfine interaction.

![Figure 2.4: Schematic of a transverse field (TF) $\mu$SR.](image)
with the electron spin $S$. The muon Hamiltonian is:

$$\mathcal{H} = -\hbar \gamma \mu I \cdot (H_{TF} + H_{\text{int}})$$  \hspace{1cm} (2.5)$$

$I$ is the muon spin, $H_{TF}$ is the applied field and $H_{\text{int}}$ is the magnetic field from neighboring electrons. $H_{\text{int}}$ is given by,

$$H_{\text{int}} = \sum_k \tilde{A}_k S_k$$

where $\tilde{A}_k = \tilde{A}_k(r)$ is the hyperfine interaction with each neighboring spin, $S_k$ is the electronic spin. The sum $j$ runs over the muon’s neighboring electrons. By a mean field approximation, we replace $S$ by its expectation value $\langle S_k \rangle$.

The field at the muon site is given by

$$B = H - \sum_k \tilde{A}_k \cdot \langle S_k \rangle.$$  

Assuming $\langle S_k \rangle \to \langle S \rangle$ and $\langle S \rangle = M = \chi H$

$$B = H - M \cdot \sum_k \tilde{A}_k$$ \hspace{1cm} (2.6)$$

than we get,

$$\chi \sum_k \tilde{A}_k = \frac{H - B}{H}$$

where $B = \frac{\omega}{\gamma \mu}$ and $H = \frac{\omega_0}{\gamma \mu}$. Thus the muon shift is defined as,

$$K = \frac{\langle S \rangle}{H} \sum_k \tilde{A}_k = \frac{\omega_0 - \omega}{\omega_0}.$$ \hspace{1cm} (2.7)$$

Assuming a distribution of hyperfine fields in the $\hat{z}$ direction one can write $A_k$ as a sum of a mean value $\tilde{A}_k$ plus a fluctuating component $\delta A_k$, $A_k = \tilde{A}_k + \delta A_k$.  

The transverse muon shift will be,

\[ K = \frac{\langle S \rangle}{H} \sum_k \tilde{A}_k \]  

(2.8)

The muon polarization is given by,

\[ P_{\mu}(t) = P_0 \cos \left[ \gamma_{\mu} B t \right] = P_0 \cos \left[ \gamma_{\mu} \left( 1 - \chi \cdot \sum_k \bar{A}_k \right) H_{TF} t \right] \]  

(2.9)

By averaging over the distribution of the fluctuating component,

\[ \bar{P}_{\mu}(t) = \int P_0 \cos \left[ \gamma_{\mu} \left( 1 - \chi \cdot \sum_k \bar{A}_k + \delta A_k \right) H_{TF} t \right] \rho(\delta A) \, d(\delta A) \]  

(2.10)

considering a Lorentzian distribution

\[ \rho(\delta A_k) = \frac{1}{\pi} \frac{\sigma_k}{(\delta A_k)^2 + \sigma_k^2} \]  

(2.11)

we get the Transverse Field Relaxation [13],

\[ R = \gamma_{\mu} \langle S \rangle \sum_k \sigma_k. \]  

(2.12)

### 2.3.2 Longitudinal Field Configuration

Longitudinal Field Muon Spin Relaxation (LF $\mu$SR) involves the application of an external magnetic field parallel to the initial direction of the muon spin polarization. Here one measures the time evolution of the muon polarization along its original direction. Alternatively, such measurements may be performed in the absence of an external field, a configuration called Zero Field Muon Spin Relaxation (ZF $\mu$SR). ZF $\mu$SR is a very sensitive method of detecting weak internal magnetism, that arises due to ordered magnetic moments, or random fields that are static or fluctuating with time.
In order to understand the ZF and LF $\mu$SR experiments we study the time evolution of the muon spin polarization.

For simplicity we start with the static random internal field case. When the implanted muon reaches its site, the muon spin starts to evolve in a local magnetic field $B$. The static muon polarization along the $\hat{z}$ direction is generated using the double projection expression,

$$P_z(B,t) = \cos^2\theta + \sin^2\theta \cos (\gamma_{\mu}|B|t)$$  \hspace{1cm} (2.13)

The angle $\theta$ is connected to the field values by the relations,

$$\cos^2\theta = \frac{B_z^2}{B^2}, \quad \sin^2\theta = \frac{B_x^2 + B_y^2}{B^2}$$

Thus, the averaged polarization is:

$$\bar{P}_z(t) = \int \rho(B) \left[ \frac{B_z^2}{B^2} + \frac{B_x^2 + B_y^2}{B^2} \cos (\gamma_{\mu}|B|t) \right] d^3B$$  \hspace{1cm} (2.14)

where $\rho(B)$ is the field distribution. We found that the Gaussian field distribution works best,

$$\rho(B) = \frac{\gamma_{\mu}^3}{(2\pi)^{\frac{3}{2}} \Delta^3} \exp \left( -\frac{\gamma_{\mu}^2|B - H_L|^2}{2\Delta^2} \right)$$  \hspace{1cm} (2.15)
where $\Delta$ is the field distribution width, $H_L$ is the longitudinal external field and $B$ is the internal local field.

If the field distribution is isotropic, one can integrate over the angular part

$$\bar{P}_z(t) = \frac{1}{3} + \frac{2}{3} \int \rho'(|B|) \cos(\gamma \mu |B| t) B^2 dB$$ (2.16)

In a system with long-range order, which is not expected in 2D Kagomé lattice, the field around the muon site is centered around certain value $\omega_0/\gamma \mu$ and oscillations will be observed. The first term ($1/3$-component) originates from the fraction of the local field which is parallel to the initial muon spin polarization. This term is an important signature of static relaxation, because its existence doesn’t depend on the shape of the field distribution. At long time the polarization will relax to 1/3, in powder.

When a longitudinal field is applied (along the spin polarization), the muon spin will rotate around the vector sum of the external and internal fields.

In order to simplify the LF case, we assume random local field with a Gaussian distribution 2.15. Now Eq. 2.14 becomes [14]:

$$\bar{P}_z(\omega_L, \Delta, t) = 1 - \frac{2 \Delta^2}{(H_L)^2} \left[ 1 - \exp \left( -\frac{1}{2} \Delta^2 t^2 \right) \cos(H_L) \right]$$

$$+ \frac{2 \Delta^4}{(H_L)^3} \int_0^t \exp \left( -\frac{1}{2} \Delta^2 t'^2 \right) \sin(H_L t') dt'$$ (2.17)

This is known as the static-Gaussian longitudinal-field Kubo-Toyabe (KT) function. In Fig. 2.6 plotted the muon spin polarization for several different external fields. In the zero-field case, $H_L = 0$ we get the average polarization [14],

$$\bar{P}_z(0, \Delta, t) = \frac{1}{3} + \frac{2}{3} \left( 1 - \Delta^2 t^2 \right) \exp \left( -\frac{1}{2} \Delta^2 t^2 \right)$$ (2.18)

Eq. 2.18 is known as the static-Gaussian-zero-field KT. It reaches a minimum on a time scale set by $\Delta$ after which it recovers and saturates again to 1/3. The next step is to add dynamics into the system. When the dynamic part of the local field
is fluctuating in time, the spin fluctuation rate, $\nu$ is defined by

$$\langle B(t) B(0) \rangle = \langle B^2 \rangle e^{-2\nu t}$$

One method of adding dynamics into the system is by using the Volterra equation of the second kind [15],

$$\hat{P}_z(\nu, H, \Delta, t) = e^{-\nu t} \hat{P}_z(0, H, \Delta, t) + \nu \int_0^t dt' \hat{P}_z(\nu, H, \Delta, t-t') e^{-\nu t'} \hat{P}_z(0, H, \Delta, t')$$

(2.19)

The $\hat{P}_z(0, H, \Delta, t)$ is the static relaxation function. The factor $e^{-\nu t}$ is the probability to have no field changes up to time $t$. The factor $e^{-\nu t'}$ is the probability density to experience a field change only between $t'$ and $t'+dt'$. The first term on the r.h.s is the polarization at time $t$ due to muons that did not experienced any field changes. The second term on the r.h.s is the contribution from those muons that experienced their first field change at time $t'$. The factor $e^{-\nu t'} \hat{P}_z(0, H, \Delta, t') \nu dt'$ is the amplitude for the polarization function evolving from time $t'$ to $t$, which can include more field changes recursively. This equation can be solved numerically [16] and $\hat{P}_z(\nu, H, \Delta, t)$ is known as the Dynamic Gaussian Kubo Toyabe LF relaxation function. The origin of the dip is the presence of a typical field scale.
around which the muon spin nearly complete an oscillation. However, the field distribution is so wide that the oscillation is damped quickly. The origin of the recovery is the fact that some of the muons experience nearly static field in their initial field direction during the entire measure time. These muons do not lose their polarization while others do. When the external field increases (Fig. 2.6), the dip moves to smaller $\Delta t$ (as the field scale increase) and the asymptotic value of the asymmetry increases as well (as more muons do not relax).
Chapter 3

Results

In this chapter we present our experimental data and conclusions. First, we will exhibit Susceptibility and ESR results of our kagomé compound. We will continue with result from the $\mu$SR measurements in order to say something physical about the ground state of this Hamiltonian.

3.1 Susceptibility measurements

DC magnetic susceptibility data were collected on crystalline samples, which were glued on a transparency slide, using SQUID magnetometer at temperature ranging from 3.6 K to 304 K and field strength varying from 100 Oe to 24 kOe. The blue plates have a two dimensional nature as can be seen from Fig. 1.5. A single-crystal X-ray diffraction experiment determined that (001), the kagomé plane, is the flat plane of those hexagonal plates [17]. Magnetization measurements were done with the kagomé plane parallel and perpendicular to the field of the SQUID magnet. For magnetization measurements we separate the blue kagomé plates from the green spheres. We glued them with epoxy to a transparency slide and put it in a suitable capsule. For the perpendicular measurements, the slide was standing up in the capsule as seen in Fig. 3.1(b). For the parallel measurements,
the slide was lying in the capsule as seen in Fig. 3.1(a). We also preformed measurements of the epoxy in order to reduce it from the raw data depicted in Fig. 3.2 and 3.3. The susceptibility above 50 K show field dependence while below this temperature there is no field dependence, all susceptibility data merge regardless of the field. In Fig. 3.2 and 3.3 we present the molar susceptibility, at the high temperature regime, for several elected fields in both directions. One can see that the parallel susceptibility is smaller than the perpendicular one. This anisotropy in the magnetic susceptibility means that another Hamiltonian than the Heisenberg Hamiltonian should be used. 

In the high temperature approximation, the magnetic susceptibility of a ferromagnet is described by Curie-Weiss law,

\[ \chi = \frac{C}{T - \theta_{CW}} \]  

where \( C \) is a material-specific Curie constant. In Fig. 3.4 we demonstrate a linear fit for the parallel directions, which reveals

\[ \theta_{CW}^\parallel = 4.03 \text{ K} \]
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does not fit with a linear fit, thus we do not have a value for $\theta_{\perp CW}$.

In Fig. 3.5 we depicted the magnetization versus the magnetic field measured at $T = 2.4$ K. The magnetization saturates around $1.2 \mu_B/\text{Cu}$, hence the g-factor, determine for the parallel and perpendicular directions at low-T, is $g_{\parallel,\perp} \approx 2.5(2)$. The red line in Fig. 3.5 represent a Brillouin function for paramagnetic system.
Figure 3.4: The inverse susceptibility, measured at 100 Oe. Red line represents a linear fit for the data from the 100 Oe parallel field. Black line represents a linear fit for the data from the 100 Oe perpendicular field.

Figure 3.5: Magnetization vs the magnetic field for both directions at $T = 2.4$ K. The black line represents a Brillouin function for spin 1/2 with an appropriate g-factor of 2.5. The blue line demonstrates a Brillouin function for spin 1/2 with ferromagnetic interactions and $J = 2.4$. The pink line demonstrates a Brillouin function for spin 1/2 with ferromagnetic interactions and $J = 2.3$.

As can be seen, the data does not fit the Brillouin function. Brillouin function can be a good fit for high temperature measurements when interactions can be

$$\frac{M}{\mu_B} = \frac{1}{2} g \tanh \left[ \frac{1}{2} g \mu_B H k_B T \right].$$

\hspace{1cm} (3.3)
neglected. Since our data are taken at low temperature, interactions cannot be
neglected thus, Brillouin function cannot describe our data. Another thing that
one should notice is that the data increase faster than the Brillouin function.
Therefore, the spins feel higher magnetic field than the applied magnetic field,
this could be an indication for ferromagnetic interactions.

We look at the following Hamiltonian:

\[ \mathcal{H} = J S_1 \cdot S_2 + \mathbf{H} \cdot M \] (3.4)

where, \( M = g \mu_B S \) and \( \mathbf{H} \) is the magnetic field. Then we can write the Hamiltonian as,

\[ \mathcal{H} = \frac{zJ}{g^2 \mu_B^2} M_1 \cdot M_2 + M \cdot \mathbf{H} = M \left( H + \frac{zJ}{g^2 \mu_B^2} M \right) = M \cdot \mathbf{H}_{\text{eff}} \]

where \( z \) is the number of neighbors and \( \mathbf{H}_{\text{eff}} = H + \frac{zJ}{g^2 \mu_B} M \). Now we can write Brillouin function using this \( \mathbf{H}_{\text{eff}} \),

\[
\frac{M}{g \mu_B} = \tanh \left( \frac{1}{2} g \mu_B \mathbf{H}_{\text{eff}} \right) = \tanh \left( \frac{1}{2} g \mu_B \mathbf{H} + \frac{1}{2} \frac{zJ}{g \mu_B} M \right) \] (3.5)

Using this equation we try to find the value of the exchange coupling \( J \).

In Fig. 3.5 we demonstrate theoretical Brillouin functions for different values of
the exchange coupling \( J \). The blue line demonstrate a Brillouin function for spin
\( 1/2 \) with ferromagnetic interactions and \( J = 2.4 \). The pink line demonstrate a
Brillouin function for spin \( 1/2 \) with ferromagnetic interactions and \( J = 2.3 \). These
two Brillouin functions do not fit the data. But they can indicate that there is
a small difference in the interactions, perpendicular and parallel to the Kagomé
plane.
3.2 ESR

ESR experiments were held at the Schulich Faculty of Chemistry, Technion. Special NMR sample tubes made of Quartz, which have no contribution to the sample signal, were used.

Using the same technique of gluing the sample’s plates to a transparency slide we preformed anisotropy measurements. At each direction we measured from 300 K to 15 K, the measurements were done by keeping the frequency fixed and sweeping the field. At Fig. 3.6 depicted the absorption line for the parallel and perpendicular fields at temperature of 295 K. The signal intensity at the perpendicular direction is stronger than the signal intensity of the parallel direction, which is consistent with the anisotropy SQUID measurements (Chapter 3.1). For all temperature measurements, we integrate over the absorption signal and fitted the line with a lorentzian fit. The HWHI, δ (see Eq. 4.9), and the intensities of the signal can be extracted, from each fit. Those parameters as a function of temperature are depicted in Fig. 3.7. The g-factor at each temperature and direction was calculated by,

\[ g_{\perp,\parallel} = \frac{\Delta H}{H_r} \cdot 2.0023 + 2.0023 \]  

\[ \text{Figure 3.6: ESR absorption lines for the Cu}(1,3\text{-bdc})\text{ compound at 295 K for both directions, } H \parallel c - axis \text{ and } H \perp c - axis. \]
where $H_r$ is the resonance field of the reference sample, $\Delta H$ is the difference between the resonance fields of the sample and reference and 2.0023 is the g-factor of electron in carbon-oxide which is our reference sample. Stands out from those graphs that the linewidths and g-factors are constant over all temperature range measured. The intensity decreases as temperature increases, an expected behavior.

### 3.3 $\mu$SR

$\mu$SR measurements were preformed at the Paul Scherrer Institute (PSI), Switzerland, in the low temperature facility spectrometer with a dilution refrigerator. The measurements were carried out with the muon spin tilted at 45° relative to the beam direction. Positrons emitted from the muon decay were collected simultaneously in the forward-backward (longitudinal) and the up-down (transverse) detectors with respect to the beam direction. The powder we examine contains Cu(1,3-bdc) in the form of blue crystalline plates. However, it is mixed with some green spheres of copper-containing ligand oxidation byproduct $C_{32}H_{24}Cu_6O_{26}$ as seen in Fig. 1.5. Although we have those two different phases in our crystalline,
we manage to distinguish between the signals as we demonstrate below. In order to performed the $\mu$SR experiment, we pressed our powder into a silver plate.

### 3.3.1 TF $\mu$SR

Transverse field (TF) measurements were taken at the temperature ranging from 0.9 K to 2.8 K with a constant applied field of $H = 1$ kOe. We also performed a field calibration measurement using a blank silver plate providing the muon rotation frequency $f_s = 13.67$ MHz at the applied TF of 1 kOe.

In the inset of Fig. 3.8 we depict by symbols the muon decay asymmetry in a reference frame rotated at $H = 200$ Oe less than the TF. In the main panel of Fig. 3.8 we show the fast Fourier Transform (FFT) of the TF data at some selected temperatures. The FFT of the highest temperature, 6 K, shows a wide asymmetric peak with extra weight towards low frequencies. At 3 K the wide asymmetric peak separates into two different peaks shifting in opposite directions. At even lower temperatures the low frequencies vanishes. We assign the latter peak to to muons that stop in Cu(1,3-bdc) since such a wipe-out of the signal is typical of slowing down of spin fluctuation, which in Cu(1,3-bdc) is expected near 2 K. Previous research [10] shows a peak at the heat capacity at $T \approx 2$ K. This special temperature may be significant at $\mu$SR experiment and may be an indication of a change in the Cu(1,3-bdc) compound. The high frequency peak corresponds to muons that stopped at the by-product since its frequency is very close to the silver calibration. The slightly shift of the high frequency peak as the temperature is lowered is unclear.

Despite the disappearance of the low frequency peak in the frequency domain, its contribution in the time domain (inset of Fig 3.8 is clear. The high frequency peak in the main panel of Fig. 3.8 corresponds to the signal surviving for a long time in both insets of Fig. 3.8. The broad and the disappearing peak in the main panel corresponds to the fast decaying signal for the first 0.2$\mu$sec seen in the lower inset, the arrow in the inset demonstrates the frequency shift. Consequently we fit the
function
\[ A_{TF}(t) = A_1 e^{\left(-\frac{(R_1 t)^2}{2}\right)} \cos(\omega_1 t + \varphi) + A_2 e^{(-R_2 t)} \cos(\omega_2 t + \varphi) + B_g \] (3.7)

to our data in the time domain globally, where the parameters \( R_1 \) and \( \omega_1 \) are the relaxation and angular frequency of the byproduct, and \( R_2 \) and \( \omega_2 \) are the relaxation and angular frequency of the Kagomé part. The parameters \( A_1 = 0.0049(4), A_2 = 0.125(3), R_1 = 0.13(1)(\mu\text{sec}^{-1}), \varphi \) and \( B_g \) are shared in the fit, while \( R_2, \omega_1, \omega_2 \) are free. The quality of the fit is represented in the inset of Fig. 3.8 by the solid lines. The ratio of \( A_1 \) to \( A_2 \) supports the assignment of the fast relaxing signal to Cu(1,3-bdc).

![Figure 3.8](image)

**Figure 3.8**: FFT of the asymmetry data in a field of 1 kOe transverse to the initial muon spin direction. \( f_0 \) is the reference frequency in pure silver. Inset: transverse field asymmetry in the time domain and rotating reference frame

In Fig. 3.9 we plot the shift, \( K_{1,2} = \frac{\omega_s - \omega_{1,2}}{\omega_s} \), versus temperature, where \( \omega_s = 2\pi f_s \). As expected \( K_2 \) increases with decreasing temperatures. The small decrease of \( K_1 \) is not expected and is not clear to us at the moment.

The muon transverse relaxation, \( R_2 \), is also presented in Fig. 3.9. It has roughly the same temperature behavior as the shift, \( K_2 \). However, at \( T = 1.8 \text{ K} \), \( R_2 \) seems to flatten out before increasing again around 1 K. This is somewhat surprising.
Figure 3.9: $K_1$, black squares, is the Muon shift from muons that stopped at $C_{32}H_{24}Cu_{6}O_{26}$ (the non-magnetic by product) and $K_2$, red spots, the muon shift from muons that stopped at Cu(1,3-bdc) depicted versus temperature. $R_2$, green triangles, the relaxation rate from Cu(1,3-bdc) depicted versus temperature.

In Fig. 3.10(a) we depict the macroscopic magnetization $M$ measured with a superconducting quantum interference device magnetometer versus $K_2$. The magnetization is also measured at 1 kOe. The plot indicates that in the temperature range where both $M$ and $K_2$ are available they are proportional to each other. Therefore, $\sum_{k} \tilde{A}_k$ is temperature independent. As described in the experimental methods chapter, we expect $R_2 \propto K_2$ if the $\sigma_k$ (see Eq. 2.11) are temperature-independent parameters. A plot of $R_2$ versus $K_2$, shown in Fig. 3.10(b), indicates that $R_2$ is not proportional to or even does not depend linearly on $K_2$ and a kink is observed at $T_0 = 1.8$ K. This result suggests a change in the hyperfine field distribution at $T_0$. An interesting possible explanation for such a change is a response of the lattice to the magnetic interactions via a magnetoelastic coupling [19, 20]. However, unlike a similar situation in a pyrochlore lattice [21], it seems that here the lattice is becoming more ordered upon cooling since the rate of growth of $R_2$ below $T_0$ is lower than at higher temperatures.
Figure 3.10: (a) Magnetization versus the muon shift in Cu(1,3-bdc). (b) The muon relaxation versus the muon shift in Cu(1,3-bdc).
3.3.2 LF $\mu$SR

The longitudinal-field (LF) measurements were taken at several different fields between 50 Oe and 3.2 kOe with a constant temperature of 0.9 K. The zero-field measurements were taken in the longitudinal configuration at a temperature ranging from 0.9 K to 2.8 K. The $\mu$SR LF data including ZF are presented in Fig. 3.11. The LF data at the lowest temperature of 0.9 K are depicted in panel (a). At this temperature and a field of 50 Oe, the muon asymmetry shows a minimum at around 0.1 $\mu$sec. At longer times the asymmetry recovers. The ZF data at three different temperatures are shown in Fig. 3.11(b). The relaxation rate increases as temperature decreases due to slowing down of spin fluctuations, until at the lowest temperature the dip appears. We saw no difference in the raw data between 1.0 K and 0.9 K and therefore did not cool any further. Both LF and ZF data fit the theory expected. These are unusual $\mu$SR data in a Kagomé magnet, in the sense that spin fluctuations are slow enough compared to the internal field scale to expose the static nature of the muon spin relaxation function, namely, the dip, and to allow calibration of the internal field distribution. Other Kagomé magnets show the same general behavior but without this dip [22–24].

The experimental asymmetry is fitted with $A_{LF} = A_0 \bar{P}_z(\nu, H, \Delta, t) + B_g$. $\bar{P}_z(\nu, H, \Delta, t)$ is the Dynamic Gaussian Kubo-Toyabe. The relaxation from the second green phase is very small and is absorbed in the background factor $B_g$. In the fit of the field-dependence experiment at the lowest temperature, presented in Fig. 3.11(a) by the solid lines, $\Delta, \nu, A_0$ and $B_g$ are shared parameters. We found $\Delta = 19.8(4)$ MHz and $\nu = 3.6(2)\mu$sec$^{-1}$. This indicates that the spins are not completely frozen even at the lowest temperature [25].

When analyzing the ZF data at a variety of temperatures, shown in Fig. 3.11(b) by the solid lines, we permit only $\nu$ to vary. The fit is good at the low temperatures but does not capture the 2.8 K data at early times accurately. However, the discrepancy is not big enough to justify adding more fit parameters. We plot the temperature dependence of the fluctuation rate in Fig. 3.12.
\( \nu \) hardly changes while the temperature decreases from \( T = 2.8 \) K down to \( T_0 = 1.8 \) K. From \( T_0 \), \( \nu \) decreases with decreasing temperatures, but saturates below 1 K. This type of behavior was observed in a variety of frustrated Kagomé [22–24] and pyrochlore [26, 27] lattices. It is somewhat different from classical numerical simulation where \( \nu \) decreases with no saturation [28, 29]. In fact, the numerical \( \nu \) is a linear function of the temperature over three orders of magnitude in \( T \) [29].

**Figure 3.11:** (a) The asymmetry at various longitudinal fields and \( T = 0.9 \) K. (b) The asymmetry at zero field for various temperatures.

**Figure 3.12:** The fluctuation rate \( \nu \) versus temperature. Inset: \( \nu \) near 1.8 K on a log-log scale. (The error bars are smaller than the symbol size)
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Discussion

In this chapter we will discuss the experimental results and try to connect between theory and experiment.

4.1 Susceptibility in an anisotropic spin Hamiltonian

Magnetization measurements reveal anisotropy susceptibility. Therefore we would like to examine how anisotropic spin Hamiltonian including the Dzyaloshinsky Moriya interactions (DMI) influence the susceptibility. The Hamiltonian which we consider is:

\[ H = \sum_{i<j} \left( J_{ij} \vec{S}_i \cdot \vec{S}_j + D_{ij} \left( S^x_i S^x_j + S^y_i S^y_j \right) + g\mu_B S^z_i \vec{H} \right) \]  

(4.1)

where \( D_{ij} \) is the Dzyaloshinsky Moriya vector and \( D_{ij} \) is Ising anisotropy. By using the vector relation, \( A \cdot (B \times C) = B \cdot (C \times A) \), the Hamiltonian can be written as,

\[ \mathcal{H} = \frac{1}{2} \sum_i S_i \cdot \left( \sum_{j \neq i} \vec{J}_{ij} S_j + D_{ij} \times S_j + g\mu_B \vec{H} \right) \]  

(4.2)
where,
\[
\tilde{J}_{ij} = \begin{pmatrix}
J_\perp & 0 & 0 \\
0 & J_\perp & 0 \\
0 & 0 & J_z
\end{pmatrix}
\]

and \( J_z = J + D, \) \( J_\perp = J_x = J_y = J. \) This Hamiltonian can be written as \( \mathcal{H} = g\mu_B \sum_i S_i \cdot \mathcal{H}_{\text{eff}}, \) where the effective field,
\[
\mathcal{H}_{\text{eff}} = \frac{1}{2} \left( \tilde{J} S_j + D_{ij} \times S_j \right) + H
\]
The mean field approximation means \( S_j \rightarrow \frac{M}{g\mu_B} \) thus,
\[
\mathcal{H}_{\text{eff}} = \frac{1}{2} \frac{Z}{(g\mu_B)^2} \left( \tilde{J} M + D \times M \right) + H
\]
where \( D = \frac{1}{2} \sum_j D_{ij}, \) and \( Z \) is the number of near neighbors. Therefore the magnetization is given by,
\[
M = C \left( \frac{1}{T} \frac{Z}{(g\mu_B)^2} \left( \tilde{J} M + D \times M \right) + H \right)
\]
\( C \) is the Curie constant, \( C = \frac{Ng^2\mu_B^2S(S+1)}{3k_B} \) where \( N \) is the number of atoms in a unit cell, \( g \) is the g-factor and \( S \) the spin number. Since we are interested in the magnetization we get,
\[
M = C \left( T I - \tilde{\theta}_{\text{cw}} - A \right)^{-1} H
\]
\( \tilde{\theta}_{\text{cw}} \) = \( \frac{1}{2} \frac{CZ}{(g\mu_B)^2} \left( \begin{array}{ccc}
J_\perp & 0 & 0 \\
0 & J_\perp & 0 \\
0 & 0 & J_z
\end{array} \right) \)
\( \theta_{z,\perp} = \frac{1}{2} \frac{ZS(S+1)J}{3k_B} \)
\[ A = \left( \frac{CZ}{(g\mu_B)^2} \right) \begin{pmatrix} 0 & -D_z & D_y \\ D_z & 0 & -D_x \\ -D_y & D_x & 0 \end{pmatrix} \]

Another form to write Eq. 4.5 is by defining

\[ B = \begin{pmatrix} T - \theta_\perp & D'_z & -D'_y \\ -D'_z & T - \theta_\perp & D'_x \\ D'_y & -D'_x & T - \theta_z \end{pmatrix} \]

and

\[ D' = \frac{CZ}{(g\mu_B)^2} D \]

then getting,

\[ M = CB^{-1}H \]

Now, we can calculate \( B_{3,3}^{-1} = B_z^{-1} \),

\[ B_{3,3}^{-1} = C \frac{(T - \theta_\perp)^2 + D'_z^2}{(T - \theta_z)(T - \theta_\perp)^2 + T\bar{D}^2 - D'_z^2\theta_\perp - D'_z^2\theta_z} \]

In the high temperature regime,

\[ \lim_{T \to \infty} B_{3,3}^{-1} = \frac{1}{(T - \theta_z)} \quad (4.6) \]

\( B_{1,1}^{-1} = B_x^{-1} \) can also calculate,

\[ B_{1,1}^{-1} = C \frac{(T - \theta_\perp)(T - \theta_z) + D_x^2}{(T - \theta_z)(T - \theta_\perp)^2 + T\bar{D}^2 - D'_z^2\theta_\perp - D'_z^2\theta_z} \]

Again, let’s look at the high temperature regime,

\[ \lim_{T \to \infty} B_{1,1}^{-1} = \frac{1}{(T - \theta_\perp)} \quad (4.7) \]

From the calculation above we conclude that, \( D \), Dzyaloshinsky Moriya interactions does not contribute to Curie-Weiss temperature in the \( z \) or the perpendicular
directions. In general, the susceptibility, $\chi = \frac{M}{H}$, gets the form,

$$
\chi = C (T - \theta_\perp)^{1+\rho} (T - \theta_z)^{1-\rho} + \rho D_z' + (1 - \rho) D_x' - T\bar{D}^2 - D_{\perp}^2 \theta_\perp - D_z'^2 \theta_z 
$$

(4.8)

using $\rho = 1$ for $\chi_z$ and $\rho = 0$ for $\chi_x$.

Since DMI is not contributing to $\theta_{CW}$ another term must be added to the Hamiltonian. Before we look directly at the Hamiltonian we will introduce the method of moments.

### 4.2 ESR linewidth in terms of moments

The ESR line-shape is a resonance curve which can be described by a Gaussian or a Lorentzian curve. Our data is best fitted to a Lorentzian curve hence we will not consider the Gaussian curve in this discussion. The Lorentzian normalized function is described by the function,

$$
\frac{\chi''(H, \omega)}{H} = \frac{1}{\pi} \frac{\gamma \delta}{(\gamma \delta)^2 - (H - H_0)}
$$

(4.9)

We assume,

$$
\frac{\chi''(H, \omega)}{\omega} = \frac{1}{\pi} \frac{\delta}{\delta^2 - (\omega - \omega_0)}
$$

(4.10)

where $\delta$ is the Half Width Half Intensity (HWHI) and $\omega_0$ is the absorption frequency. $f(\omega)$ has maximum at $\omega_0$. The $n$th moment for a resonance curve defined by

$$
M_n = \int (\omega - \omega_0)^n f(\omega) \, d\omega
$$

To calculate the second and forth moments of a Lorentzian a cut-off must be used since they diverge. One model which can be used is describing Eq. 4.9 within the
interval $|\omega - \omega_0| \leq \alpha$ with $\alpha \gg \delta$ and zero outside the interval thus we get [30],

$$M_2 = \frac{2\alpha\delta}{\pi}, \quad M_4 = \frac{2\alpha^3\delta}{3\pi} \quad (4.11)$$

Hence we find that,

$$\delta = \Delta \nu_{1/2} = \frac{\pi}{2\sqrt{3}} M_2 \sqrt{\frac{M_2}{M_4}} \quad (4.12)$$

$\Delta \nu_{1/2}$ is the HWHI and $M_2$ and $M_4$ are the second and 4th moment of a resonance curve. The linewidth turns out to be independent of the cut-off $\alpha$.

Using the method of moments [30] we will show the connection between the imaginary susceptibility (Eq. 4.14) and $M_2$, $M_4$. The total Hamiltonian is

$$\mathcal{H} = \mathcal{H}_0 + \mathcal{H}_1$$

where $\mathcal{H}_0$ is the Zeeman Hamiltonian

$$\mathcal{H}_0 = g\mu_B H \sum_j S_j^z \quad (4.13)$$

and $\mathcal{H}_1$ is a perturbing Hamiltonian. The resonance line shape is symmetric with respect to the central frequency $\omega_0$, to each transition at frequency $\omega_0 + u$ corresponds an equal intensity transition at $\omega_0 - u$. If $f(\omega)$ is the symmetric normalized shape function, $h(u) = f(\omega_0 + u)$ is an even function of $u$.

The resonance curve is described by $\chi''$, as explained earlier, in Chapter 2.

In terms of the electronic spins $\chi'' (H, \omega)$ is given by,

$$\chi''_{\alpha\beta} (H, \omega) = \frac{(g\mu_B)^2}{2\hbar V} \frac{\hbar \omega}{K_B T} \int_{-\infty}^{\infty} \langle \{ S^I_\alpha (t), S^I_\beta (0) \} \rangle \exp (i\omega t) dt \quad (4.14)$$

where

$$S^I_\alpha (t) = \exp \left( \frac{i\mathcal{H}t}{\hbar} \right) S_\alpha \exp \left( - \frac{i\mathcal{H}t}{\hbar} \right) \quad (4.15)$$
where $\mathcal{H}$ is the Hamiltonian. Thus for the moments calculation we will use Eq. 4.14. we define $G(t) = \langle \{ S'_\alpha(t), S'_\beta(0) \} \rangle$. Previously we described the time evaluation of the spin operator by Eq. 4.15. Using $\mathcal{H} = \mathcal{H}_0 + \mathcal{H}_1$ and the fact that Zeeman Hamiltonian only determined the position of the line and not the shape of the line, hence the shape of the line is determined by the relaxation function

$$G_1(t) = \left\langle \left\{ \exp \left( \frac{i\mathcal{H}_1 t}{\hbar} \right) S_x \exp \left( -\frac{i\mathcal{H}_1 t}{\hbar} \right), S_x \right\} \right\rangle \quad (4.16)$$

Using the inverse Fourier transform of Eq. 4.14, $G_1(t)$ up to a temperature dependent normalization factor can be written as,

$$G_1(t) = \frac{1}{2\pi \xi} \int_{-\infty}^{\infty} \frac{\chi''(0,\omega)}{\omega} e^{-i\omega t} d\omega. \quad (4.17)$$

where $\xi = \frac{(g\mu_B)^2 \hbar}{2M K_B T}$ and the moments of a curve are given by,

$$M_n = \int_{-\infty}^{\infty} \frac{\chi''(0,\omega)}{\omega} \omega^n d\omega$$

where $\frac{\chi''(0,\omega)}{\omega}$ is an even function of $\omega$. The odd moments vanish and the even moments are given by

$$M_{2n} = \frac{(-1)^n \left( \frac{d^{2n} G_1(t)}{dt^{2n}} \right)_{t=0}}{G_1(0)} \quad (4.18)$$

From the definition of $G_1(t)$ 4.16 we find that the value of its $n$th derivative for $t = 0$ is

$$\left( \frac{d^n G_1(t)}{dt^n} \right)_{t=0} = (i)^n \{ [\mathcal{H}_1, [\mathcal{H}_1, \ldots, [\mathcal{H}_1, S_x] \ldots]], S_x \} \quad (4.19)$$

Finally, From Eq. 4.19 and 4.18 we obtain the second and forth moments,

$$M_2 = -\frac{Tr \left( [\mathcal{H}_1, S_x]^2 \right)}{Tr \left( S_x^2 \right)} \quad (4.20)$$
In order to calculate the second and forth moments obtained in Eq. 4.20 and Eq. 4.21 we must define our spin Hamiltonian.

We consider a fully anisotropy Hamiltonian, not including the DMI,

$$\mathcal{H} = \sum_{j<k} \left[ J_{jk} \vec{S}_j \cdot \vec{S}_k + D_{jk} S_{jz} S_{kz} + E_{jk} (S_{jx} S_{kx} - S_{jy} S_{ky}) \right]$$  \hspace{1cm} (4.22)

where $J_{ij}$ is the exchange anisotropy coupling coefficient and $D_{ij}, E_{ij}$ are the spin-orbit coupling coefficients for the $z$ direction and the $x - y$ plane respectively (as mentioned before, the kagomé planes are at the $x - y$ plane). We analyze the Hamiltonian just with $J, E$ and $D$ to see if we can understand the compound with these three interactions only.

After calculating the theoretical moments for a lattice given, the calculated linewidth can be compared to the experimental linewidth. This comparison additionally to $\theta \equiv J + D$ (explained in 4.1), taken from magnetization measurements, yields the Hamiltonian parameters $J, D, E$.

Before we start with the calculations, let us go through the notations. We shall suppose that the constant magnetic field $H$ is applied in the $z$ direction, and that the oscillating field whose absorption is being studied is along the $x$ axis. In that case, we will calculate $M_{2\parallel}$ and $M_{4\parallel}$. When the applied magnetic field is in the $x$ direction we will calculate $M_{2\perp}$ and $M_{4\perp}$. All following calculations are done for spin 1/2 and nearest neighbors interaction.

To practice the method of moments, we start by looking at a 1D spin chain (Fig. 4.1). Now, we can calculate the second and forth moments for the chain using Eq. 4.20 and Eq. 4.21.

The scalar product $\vec{S}_i \cdot \vec{S}_j$ will not contribute, to the second moment calculation, since

$$\sum_{j<k} J_{jk} \vec{S}_i \cdot \vec{S}_j = 0.$$  

The contribution of the symmetric anisotropy exchange to the commutator takes
the form,
\[
\sum_{j<k} D_{jk} S_j S_k + E_{jk} (S_j S_k - S_j S_k) + S_x \right] = \\
i \sum_{j<k} (D_{jk} + E_{jk}) (S_j S_k + S_j S_k).
\] (4.23)

Using the relations,
\[
Tr (S_\alpha)^2 = \frac{1}{2} 2^{N-1} \quad \alpha = x, y, z \\
Tr (S_\alpha S_\beta)^2 = \frac{1}{8} 2^{N-1} \quad \alpha, \beta = x, y, z \\
Tr (S_\alpha S_\beta S_\gamma)^2 = \frac{1}{32} 2^{N-1} \quad \alpha, \beta, \gamma = x, y, z
\] (4.24)

Finally we get for the second moment,
\[
M_2^\parallel = (D + E)^2
\]

and
\[
M_2^\perp = 4E^2.
\]

Despite the fact that the exchange coupling, \( J_{jk} \), does not contribute to the second moment, it greatly increases the fourth moment.

For spin 1/2 nearest neighbors interaction we get:
\[
M_4^\perp = E^2 \left[ \frac{3}{2} J^2 + 3E^2 + \frac{1}{2} D^2 + JD \right]
\]
\[ M_4^\parallel = \frac{(E + D)^2}{4} \left[ \frac{3}{2} J^2 + \frac{3}{2} E^2 + D^2 + JD + ED \right] \]

Hence the linewidth, using Eq. 4.12, for each direction is,

\[ \delta^\parallel = \frac{\pi}{\sqrt{3}} (D + E)^2 \sqrt{\frac{1}{\left[ \frac{3}{2} J^2 + \frac{3}{2} E^2 + D^2 + JD + ED \right]}} \] (4.25)

\[ \delta^\perp = \frac{\pi}{\sqrt{3}} E^2 \sqrt{\frac{1}{\left[ \frac{3}{2} J^2 + 3E^2 + \frac{1}{2} D^2 + JD \right]}} \] (4.26)

For example, the case where \( D, E \ll J \) yields,

\[ \delta^\parallel = \frac{\pi \sqrt{2}}{3} \frac{(D + E)^2}{J} , \quad \delta^\perp = \frac{\pi \sqrt{2} E^2}{3} \frac{1}{J} \]

\( i.e. \) the exchange coupling , \( J \), narrows the ESR lines. The spin-orbit coupling, \( E \), affects ESR lines in both directions of measurements, but the spin-orbit coupling in the \( z \) direction does not contribute the perpendicular linewidth. After doing the calculation for 1D spins chain let’s look at a single triangle. We have to write the interactions by taking projections of the spins onto vectors parallel and perpendicular to the bond. The bonds shown in Fig. 4.2 are defined by:

**Figure 4.2:** Two dimensional triangle bonds.

\[ r_{12} = \hat{x} ; \quad r_{12} = \hat{y} \]

\[ r_{23} = (- \cos 60^0, \sin 60^0) ; \quad r_{23} = (\cos 30^0, \sin 30^0) \] (4.27)

\[ r_{13} = (- \cos 60^0, - \sin 60^0) ; \quad r_{13} = (- \cos 30^0, \sin 30^0) \]
The Hamiltonian described by Eq. 4.22 becomes slightly more difficult.

\[
\mathcal{H}_{\text{triangle}} = \sum_{i<j} \left[ J_{ij} \vec{S}_i \cdot \vec{S}_j + D_{ij} S_i S_j \right]
\]

\[
+ \frac{1}{2} E \left( 2 S_x^1 S_x^2 - 2 S_y^1 S_y^2 - S_x^2 S_x^3 + S_y^2 S_y^3 - S_x^3 S_x^1 - S_y^3 S_y^1 \right)
\]

\[
- \frac{\sqrt{3}}{2} E \left( S_y^2 S_y^3 - S_y^2 S_x^3 - S_x^2 S_y^1 + S_y^2 S_x^1 \right)
\]

(4.28)

The third term of this Hamiltonian will add non-diagonals elements. Those elements have the form \(S_x^j S_y^k\). They mix the \(x, y\) directions. This contribution increases the difficulty of the forth moment calculation, thus the calculation of the linewdths become more complicated.

To complete the all picture we would like to look at a kagomé lattice [see Fig.1.3. The moments calculation for the kagomé lattice combine both the spins chain and the triangle case. The forth moment, especially, represent a very tedious calculation involving a large number of terms. The calculation was done by Dr. Ravi Chandra and Dr. Daniel Podolsky.

\[
M_{\perp}^2 = 16E^2
\]

(4.29)

\[
M_{\parallel}^2 = 4 \left( E^2 + D^2 \right)
\]

(4.30)

and

\[
M_{\perp}^4 = 2E^2 \left( 4D^2 + 9DJ + 8 \left( E^2 + J^2 \right) \right)
\]

(4.31)

\[
M_{\parallel}^4 = \frac{7D^4}{4} + 2D^3 J - DE^2 J +
\]

\[
D^2 \left( 4E^2 + 3J^2 \right) + \frac{1}{2} E^2 \left( 5E^2 + 9J^2 \right)
\]

(4.32)
4.2.1 Hamiltonian parameters

In order to calculate the Hamiltonian parameters, $J, D$ and $E$ we have to solve the three following equations: The first equation was already presented, Eq. 3.2 which is

$$-\theta_{CW} = J + D = -4.03 \ K \cdot 2 = -8.06 \ K$$

and two other which connect theory to experiment,

$$\frac{2\pi f}{20.048} \cdot \frac{\delta_{\parallel}}{H_{\parallel}} = \frac{\pi}{2\sqrt{3}} M_{\parallel}^2 \cdot \sqrt{\frac{M_{\parallel}^2}{M_{4}^2}} \tag{4.33}$$

$$\frac{2\pi f}{20.048} \cdot \frac{\delta_{\perp}}{H_{\perp}} = \frac{\pi}{2\sqrt{3}} M_{\perp}^2 \cdot \sqrt{\frac{M_{\perp}^2}{M_{4}^2}} \tag{4.34}$$

The numerical solutions of these three equations are: According the chosen Hamiltonian, $J + E$ and $J - E$ must be positive in order to get AFM interactions. All the solutions gives FM interactions. There can be several hypothesis for this outcome. One consideration could be the cut-off selection in the ESR experiment, which affects the moments calculations. Maybe the selection of the cut-off was wrong, but in order to get AFM interactions a we need to make a robust change in the cut-off selection. Another possibility can be related to our Hamiltonian. We considered the simplest anisotropy Hamiltonian with n.n. interactions. Maybe more general Hamiltonian should be taken into account. Hamiltonian with n.n.n interactions and even DMI should be considered. The last and interesting option is that the cut-off selection is correct and the Hamilton describes well our system. In this case we can say that we found new state of matter. Kagomé with ferromagnetic interactions with no long-range order and a dynamic ground state.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>-9.273</td>
<td>1.213</td>
<td>$\pm 0.477$</td>
</tr>
<tr>
<td>-6.975</td>
<td>-1.085</td>
<td>$\pm 0.449$</td>
</tr>
</tbody>
</table>

Table 4.1: Numerical solutions for the spin Hamiltonian parameters.
4.3 $\mu$SR result against theory

J. Robert et al. [29] investigate the classical spin dynamics of the Kagomé AFM by combining Monte Carlo and spin dynamic simulation. Their numerical simulation show slowing down of spin fluctuation but no spin freezing even at the lowest temperature Fig. 4.3(a). The numerical relaxation, $\Gamma_a$ compared with $\nu$, spin relaxation rate, exhibit a linear function of the temperature, over three orders of magnitude.

![Figure 4.3: The numerical relaxation, $\Gamma_a$ compared with $\nu$ exhibit a linear function of the temperature.](image)

The inset of Fig. 3.12 shows the fluctuation rate, $\nu$, as a function of temperature near $T_0$ on a log-log scale where slowing down begins. Only near $T_0$ our data are consistent with a linear relation

$$\nu - \nu_\infty = \nu_0 (T - T_0),$$

where $\nu_\infty$ is the high temperature fluctuation rate.

The discrepancy with the numerical work [29] might be because $\mu$SR probes field correlation involving several spins nearing the muon, while the simulations concentrate on spin-spin auto correlations (with a decay $\Gamma_a$ compared here with $\nu$).

At our lowest temperature the rotations of ensemble of spins are already coherent therefore field and spin correlations are not identical. Another possibility is that
the saturation of $\nu$ with decreasing $T$ is a pure quantum effect not captured by the classical simulations.
Chapter 5

Conclusions

In this work we characterize the Hamiltonian and investigate the ground state of the new Kagomé lattice, Cu(1,3-bdc). We found that the susceptibility of this system is not isotropic, and in particular the Curie-Weiss temperature differs between different measurement directions.

We demonstrated that DMI does not influence the Curie-Weiss temperature suggesting that the exchange interaction are responsible for the anisotropy.

Electron Spin Resonance experiment combined with the anisotropic exchange assumption allowed us to determine the spin Hamiltonian parameters. The method of moments for determining the exchange parameters gives ferromagnetic interactions in all directions.

The characterization of Cu(1,3-bdc) ground state was done with $\mu$SR. It shows that Cu(1,3-bdc) has a special temperature $T_0 = 1.8$ K. The susceptibility, measured by the $\mu$SR frequency shift, grows monotonically upon cooling even past this temperature. In contrast, the muon spin line-width, which also grows upon cooling, halts around 1.8 K. This might be explained by a subtle structural transition.

The most important finding of $\mu$SR is the absence of long range order and slow spin fluctuations in the limit of zero temperature. These finding are typical to system with strong frustration. However, the $\mu$SR result are surprising in light of
the presence of ferromagnetic interaction found by ESR; A ferromagnetic Kagomé is not frustrated and should freeze. Whether we found a new state of matter, or have a problem with either experiments or interpretations remain to be seen.
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אני מודה לטכניון על התמך הכספית ועלים בימינו, ועל החינוך והיעדורים
השלהמורי.
המומנטים, הם פאראמגנטיים Markt, בטמפרטורות גבוהות, מרבית החומרים המגנטיים, בטמפרטורות נמוכות. רנדומיים במיקומם נמצאים בתסיסה תרמית ו(הספינים)נטיים המג

האנרגיה המינוילית של כל זו ספינים תחתיה cásar היא_servers מבעית כמות מיונדה במגזר. בשירות

ריבונלדופש, לסרפנסיקןカルיך ככל מנהיגת לעסרת בופינון מוגזים (ראם תופנה 1.1), אY לא כל הספריר כاهرة מסתכל תעל שיריג מסי. בשירות מושול המגנטיה מסויםיה לא

מאפרישת לכל האינטגרציה המעורבות זווס ספינים ליווי מסתכל ובמות. כולם. בשירה

שלוש שים ממסぷינם יסוד.slider יביסון מוגזים מוגזים והרווריו את הספיד השחרישNSObject ספין. שם

אינו יולדת מנוגד מישורית תטוגה שהרアニメיה משתייתת משכך.Shell זה של.

שוריר הגנובסמס על שיריג מושול המגנていות גורם להופשה של טספל מנה.
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מוצר הקיד ודר. היה היסות את התווק השחרישה של התורמודינמיקה. מחנה אסיה ישון מצע צוד
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תקציר

מרבית החותמים המנותרים, בטמספורטורהות בודדות, זוכות פאראמגנטיסים קלון, המגנטים

המאפשרים (המס위원장) מג NONINFRINGEMENT תרמודינמיקה והדות מגזים מגזים. בטמספורטורהות נוכחות,

ארנטקרוציאט ספי-ספי הופכת למישונתיות יזרו ובשיפות על סדר הספיננים הגזים עלי

מגタイム לחודר, בהחדר לחודר החזרה הננייתית. חומרים אנטי-פורטגנניים,

האגרוף המנוגẳים של כל זו ספינים תחתיהcásar היא_servers מבעית כמות מיונדה במגזר. בשירות

ריבונלדופש, לסרפנסיקןカルיך ככל מנהיגת לעסרת בופינון מוגזים (ראם תופנה 1.1), אY לא כל הספריר כاهرة מסתכל תעל שיריג מסי. בשירות מושול המגנטיה מסויםיה לא

מאפרישת לכל האינטגרציה המעורבות זווס ספינים ליווי מסתכל ובמות. כולם. בשירה

שלוש שים ממסぷינם יסוד.slider יביסון מוגזים מוגזים והרווריו את הספיד השחרישה התרמודינמיקה. מחנה אסיה ישון מצע צוד

מוצר הקיד ודר. היה היסות את התווק השחרישה של התורmondsםיקה. מחנה אסיה ישון מצע צוד

מלון המכניס ממסטר ט買う ממסיב שוקליס בعزل ואתו האבי. היסות שלוסשלים ממנה בתקע שיקרים

- ממסים הגנובים'גנובים'. המשפח האכנסוס מהוספלים מכילים בתוכה', שיריג

בצורה זה דוד-ראד תופנה 1.3), והשקלות ההלת-ממסים שלקארה'פיירוטכיר', המבוסס של

טרוארים התולקים קדוקודי אםותוסים. שיריג קגומני על אינטגרצעיא אנטימגנזורית

ודנ מתוד איאיil ממאפריש לקדוק אשת תופעה התסכל תמגנות במודריים מנוביס. במקהל

שדות השופרים האהובים מחווק ממסים במודרי למדיאו את המביס המחלש לקדוק
מציב חוסם של שריג קגומה. גביש דו-מימד בעלים ספין \(1/2\), ללא אינטראקציות אינטימיות.

וללא זיהומים. החיפוש אחר הגביש המושלם והוליפי מסיט לא וג QLatinים של חומרים שונים.

גביש ה \(SCGO\) בעלים המולקולרי \(SrCr_xGa_{2-x}O_{19}\).わりין שריג קגומה בעלים ספין \(1/2\). חיפוש ובקרה, ושתי, של הספינים בעלים \(SCGO\). קגומיות והוליפיות של \(SCGO\) ל Bundy לצוות CR-ו ארוכות טווח ללא אינטראקציות קוגומיות ח둑ות.

ומנמא \(SCGO\) בעל ספין \(3/2\). נמציא כי \(SCGO\) יות קוונטיות חזקות של הספין עלולנה ל�לאקפיאניזציה קוגומית ח둑ות. המחירים \(Ga\), \(Sr\), \(Cr\) ו \(Ga\) שאמות \(SCGO\) במגנטים. מחוזרים עליי \(SCGO\) הוליפית קוגומית בשתי \(SCGO\)\\(Sr\) באתומי \(Cu\).

으며 \(SCGO\) בעלים \(Cu\) \(1/2\).oultry תכונה והתארכות של \(SCGO\) באתומי \(Cu\).

ל✥

منحית הגורסית המולקולית \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\) בעלים \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\) ו \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\) והiram חומרים נוספים ופחות נחקרים \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\). אשר נמצאו בהם פגומים במישורי \(Cu\).

ל✥

משנת הגורסית המולקולית \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\) בה \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\) ומג銷 \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\) הממליה של \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\).

ול✥

משנת \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\) \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\) ומגש \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\) מחוברים \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\) \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\) \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\) \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\). לכל \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\) \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\) \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\) \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\).

ול✥

משנת \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\) \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\) \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\) \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\). לכל \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\) \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\) \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\) \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\).

ול✥

משנת \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\) \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\) \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\) \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\). לכל \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\) \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\) \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\) \(Cu_3V_2O_7(OH)_2\cdot 2H_2O\).
אנטרפירותנטית והチョורה. גם, כל שמחון על נופר זה העצמי, והתגלות כים זה התמים לא
מושריה. כך, מצג כי מישורי הקונגמה שלdehyים מתאימה למקשת תמוניה. 10% -
מהפרטים של ביניים החוליפה מקפורハンמה עם שיאי האבץ. נ捌ה נמצאים מחוץ למקחי
הקונגמה. שאפורים הנחתות ורבע מגעיה פעולו שאפרים האבץ opponים מגן.

אף לא זאחת מנחתים בני"ל המשיךancouver לבכר שילורי הפירוסれます של שירד הקונגמה.
לאחרונה, הוחרש בשילו סטמדיה הקונגמה שלדה, העידי תוברצות
המקורה, Cu(1,3−bdc), ניתן "שברבריה". המגעיה וחוש, ב interpersonal בריזוס.
מלכותת בון. א赟ים הנחתות עדכון האמבואים הממסים והפגנתים המהולים בפח, על כ-
לא, זיוסים בודדים חונים על הזאראה בחרופים期間يء בשע. מרותם של אפופי הנחתות,
הנגישהו בים מישורי קונגמה, פריך והוד, שארスタン חומו, ושארスタン קיר.json
(ראות המפה 1.4).谟אף שיאורוהז ידות לעיל לא små dividends ד-פמיד. שבעדו זוז החורак את הגישה
בעכוסות מדידות מגנניזציה וחרודה החלפת אלקטרוהי לעון לאפין
ány השמידה מגנניזציה של בוש. כוכב עם מדידות מגנניזציה
בדכר אנפני את רוב הרוסים של
המagneט.

איות ההפっきולציהIVA וכרב בפקרקולה לפסיקת בסטניינ במקצת המרחוק של פור', עמת
הורי, איותה התויסה אלקטרונית נטרכי בפשיקה למקצת במקחי לספקיוספוניטי
החופשה מעניינה תכנית בסטניינ מדידות μSR נטרכי חמיאל חקר 그것 תמוה, פוך
.PSI
המדידות מעניין מתיעות עלי אבק הח
Cu(1,3−bdc)
המדידות מעניין מתיעות עלי אבק הח
אנטיפרומגנטית סטמדיה קיר-יוד של
33K. Aอลול, בפא⌣ת השורleine רואיז
ההוררות מעניין גנניזציה, שרי סטמדיה קיר-יוד ש nok, להודל. להפצלת השורleine
מדידות במוסבר לפשיקה הקונגמה, סטמדיה קיר-יוד מעובד על התנגשות פורמטונית בועד.
שהפעלת שדה מגנטי הניצב למישור הקגומה מתקבלת טמפרטורת קייר 5 אשר, וייס עצומה מדידות. אינה אמינה אך עם כל זאת כנראה מעידה על תנהגות אנטיפרומגנטית חזקה, המגנטיזציה מצביעות על כך שהחומר הנבדק (1,3 Cu bdc), מדידות. מאוד לא איזוטרופי בתהודה. מחזקות את התנהגות האנאיזוטרופית התגלתה אלקטרוניתleh מגנטית, המגנטיזציה נמדדת בליעת אנרגיה על ידי אלקטרונים בלתי מזווגים הנמצאים בשדה המופעל. כמיו, קור החירום המספרי הוא חלבונון חים מעיל רה-רוכסן, שטור הלכו והיוו כדי מקום של שדי המגנטון המהואר. המגנטים של החומר הנבדק, תובה בחלקת התכולות האופטיים האופטיים לקבוצת delat-afc המגנטונים המהואר ו- המגנטונים המהואר, במכירת לקבוצת.setParameter מדידות, המפורצות של המטריקסה נובע במאפרודוקטום מדידות, μSRיה ולמדוד את התחלות בומן של הספין המימני בחומר,-responsive מאחוריה, מדידות μSRיה ביןERM الرئيسية של המטריקסה של המגנטונים המהואר, מתוכן, מקו boldly נושא (גלובוס על delat-afc של) 50mK. בשילוב חישובים תאורטיים מאפשרים לקבוע ולאפיין המילטוניאן המתאר את צב היסוד של המערכת נקבע באמצעות מדידות מ. המערכת SRµ. הרעיון מאחורי טכניקת הSRµ, הוא למדוד את התפתחות זמן של הספין המיואוני בחומר, מדידות אלו התגלה כי החל מטמפרטורה של 1.8K בחומר (50mK), תובה בחלקת התכולות delat-afc המגנטונים המהואר. מבואר, בפרק 1, אנו מסבירים את תופעת המגנטים המתוסכלים ומציגים את כל הניב התוצאות מהחומרים שנבדקו עד כה אך לא 설명תי מאפרודוקטום בממדות. המטריקסה שemplo כדי כת הם על delat-afc של חומרים שונים להאפרודוקטום את delat-afc המגנטונים המהואר, (1,3 Cu bdc) הניב מימיה מופץ של שדר קגומה. מושלם.

ועברות מוסודות וכליים:

• בפרק 1, אנו מסבירים את תופעת המגנטים המהואפרודוקטום בממדות. המטריקסה שemplo כדי כת הם על delat-afc של חומרים שונים להאפרודוקטום את delat-afc המגנטונים המהואר.

• בפרק 2, מתחא את המטריקסה הניסיונית שהשתמשנו בכל איזומטרים שנעקרבים עם קודק ¥ והakening, כלם, מורכבים של delat-afc² המגנטונים המהואר. המטריקסה שemplo כדי כת הם על delat-afc² המגנטונים המהואר, אופייני המהואר, המגנטים המהואר, delat-afc² המגנטונים המהואר, ניבים delat-afc² המגנטונים המהואר, delat-afc² המגנטונים המהואר.
בפרק 3 מובאות תוצאות הרצאות hendricks. ראישת מוצגות הרצאות מדידות הסוספטיביליות והגנתון במדידות. ראשית מוצגות תוצאות ממדידות שדות מגנטיים שונים וכן, שונות טמפרטורה סוספטיביליות שבוצעו בتوجות התודה דמוצגות התוצאות ממדי, לאחר מכן. כתלות באוריינטציה הדגם הם כתלות באוריינטציה ביחס לשדה החיצוני, מגנטית אלקטרונית מוצגות תוצאות המדידה ממערכת ה-\(\mu SR\). בסכיזון פוך ה, מוצגות תוצאות המדרידה ממערכת ה \(\mu SR\) והmozilla. בסך הכל בפרק זה, מוצגות תוצאות המדרידה ממערכת ה \(\mu SR\) ב TCL שלושת הקונפיגורציות האפשריות: שדה חיצוני זווית, גור實施 שלשה הפעלויות ושדה חיצוני זווית.

בפרק 4 מוענק דיני הרצאות hendricks ומקושר بين הגנתון חולiodי הדמיון.

בפרק 5 מסכם את העבורה שنعשתה מבוקרא זה.